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TiDB Cloud Starter [/ Essential& (&

e TiDB Cloud®DHLWSIVT7vT
o TiDB Cloud “Serverless” WV 7 —XTIOF v RICE KBNS, FIRAREIC
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applications and applications with balance
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Essential: Data migration (beta)

e MySQLMSTIiDB Cloud Essential~DT—4# 178 = F
o W9 B#EHAE  Public connectionE =& PrivateLink
o HEFRTORIEE—FIE logical GREE)DH

o $% :TiDB Cloud DedicatedTphysical(¥E)(X1TiBLL E DIJBEIZ:ER

Source Connection Profile
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## 3&: PROCESSLISTOHOST{i&

e INFORMATION_SCHEMA.PROCESSLISTT—7 /L
o HOST FNTRRShTL=IPPFLR
m {3 :TiDB Cloud®A—K/N\S>H—®0O IPPRL R
m EE#®: EEOmMysqlVSAF7UrDIPTRLA
e Note:
o AWS®DFrankfurt (eu-central-1)D&




02 TiDBOC[oud Dedicated
77 T—k



TiDB 8.5.5 A\ F| FH Bl &k

FIoAILM =23 MR TiDB v8.5.5IEHahEL]=
o 2026%18158YY)—X
TFHFIORLRILDIN—=D30FRFELTULVEGWNES (T74IUF)
o FRYSAEMTIAIMII—230 0 TiDB 8.5.5TERShET
TFHFORLRILDIN—23 R ELTWSIEBE
o FRISRADBTFUINARILDIN—aTERShET
o TFUMRILDN—DaVDEEH. HIRDDERIBE(X, TO=HILYR—F5E
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Node Group (GA)

e Node Group##EENGA(—iBEREE)ICHYELT=(202544A)

e Node Group&lx
o TiDBY—/I\—HEWMEMICHEIL. Node GroupBIZTUFRAUMERD
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TIKVARL—T 24T D3EN

® Basic
o T—AERaftlogERI—DTAARIIZERETD
o ARMIRMEIEHMERE (10)IRENHIBENRHS
o 20255 4A1BLIRIIZ{ERESh =05 R4
e Standard
o T—AERaftlogERMRDTAARIIZEETD
o MREEARMDNSUREERLUI-ER
o BWEDTIHIVE
e Performance and Plus
o T—4&RaftloglckYBERTARIERIRT S
o KYMREZEMLI-ER
o  FFRIY)RMZ&KAEBI I
o INVITIYTHBDYARNPEIZAMN —84TDEELRBETY
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o hoDHEEMPEL (deprecated)&FYELT-
e TiDB Cloud Recovery Group (Beta)

e IndexInsight (beta)
o Index Advisori#feZxZF RALTEE0LY
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Product

Solutions

Resources  Company ~ Docs

Release support timelines

Legend: * Supported  Unsupporte

< " Maintenance Support
Version Product Line
Ends
mt 9

Enterprise

Commun!

dition

6/13/2025
2/15/20;
8/27/2023

6/24/2023

Extended Support Ends
(EOL Date)

12/1/2027

6/13/2026

2/15/2026

11/30/2024
6/24/2024

BN start for Free
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e TiDBV8.5MAVTF U AYR—IMAMNER (ER)ShZEL:
o TiDB Enterprise Edition
N AUTFURMRAS 20205128198 (V) —R 05 54) S ER
o TiDB Community Edition
s AUTFURYR—MIRICERE S HYEEA (JU—RNS3E)
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About TIDB Self-Managed

Get Started

Develop

Deploy

Migrate

m Data

Maintain

Monitor and Al

Troubleshoot

Performance Tuning

Tutorials

Best Practic

TiDB Tools

Release Support Policy

TIDB Installation Packages

ential is now in public preview. Try

Release date: January 15, 2026
TIDB version: 855

Quick access: Q 1 deployn

Features

Performance

« Introduce significant performance improvements for certain lossy DDL operations (such as BIGINT = INT and
CHAR(120) - VARCHAR(60) ): when no data truncation occurs, the execution time of these operations can be
reduced from hours to minutes, seconds, or even milliseconds, delivering performance gains ranging from tens to

hundreds of thousands of times #63
The optimization strategies are as follows:

« In strict SQL mode, TiDB pre-checks for potential data truncation risks during type conversion.
+ If no data truncation risk is detected, TiDB updates only the metadata and avoids index rebuilding whenever

possible.

+ Ifindex rebuilding is required, TiDB uses a more efficient ingest process to significantly improve index rebuild

performance.

The following table shows example performance improvements based on benchmark tests on a table with 114 GiB of

data and 600 million rows. The test cluster consists of 3 TiDB nodes, 6 TiKV nodes, and 1PD node. All nodes are
configured with 16 CPU cores and 32 GiB of memory.

Before - Performance
After optimization

Scenario Operation type N N
optimization improvement

Non-indexed 2 hours 1 minute 5
BIGINT - INT 142x faster
column minutes seconds

6 hours 25
Indexed BIGINT - INT 0.05 seconds 460,000x faster
minutes

Features
mance
eliability
vailability
sQL
DB operatior
bservability
arity
Compatibility changes
Behavior changes
MySQL compatibility
System variables
onfiguration parameters
System tables
Other changes
Improvements

Bug fixes

@ We love your feedback!

Your insights are invaluable in
shaping the future of TIDB docs.
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7—518% % HE5DDLOEE L

o T—HEKEHHS DDLEIE

@)
@)

BIGINTABLINTARET—5REDHYS5% (lossy)DDL
KRERICASDTNST—ATIIEL, T—ARDOEETRED

o fRRTDHRE

(@)

ERRICA>TLWST—2MVIE TGRS THRM L D o1

e WER

O O O O O

T—AHEYIE TSN DDLOEEIE

ffl: 600/ L a—F [ 114GiBT—%
BIGINTHBINT(ATYIRMEL) : 23453 051458
BIGINTMSINT(ATYIX&HY ) : 61258 H50.058
CHAR(120)/ 5 VARCHAR(60) : 7Bf116 9 H 51243568
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e Note
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BELEXRRD TNV TONGVMERICBYET

o TROF/SEFERILShFEEA
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B 1EINTEGER(SIGNED)EFFE7L (UNSIGNED)RI D E =
X572y OREIEFDEE
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IndexLookUP TiKV~®pushdown

e IndexLookUP ARL—4—&(%
o 'HIFVAUTIIRATITERYRAH, TDRT—TILDTF5L4)—F—h S8
LITERDOITHIRE
o MRRYOHRRE
o B'AVFEVLTIIADIEYAH (Build)eT—TILDEFHEHAAH (Probe) TTIiDB
HY—/\—ETiIKVH—/\—RBTOYE—FEUHLAEC 20F &
o WER
o wHUIEVLLTYHRET—TILHE— TIKVH—/—IZHDIBE
n  JE—FEUCHLOEEE 1B
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IndexLookUP TiKV~®pushdown

EVk
explainl< ARL—E—FASND
mysql> EXPLAIN SELECT /*+ INDEX_LOOKUP_PUSHDOWN(t1, a) */ a,
= (Build) | 10000.60 | cop[tikv] |
PushdownLT={%GWEE (X, ek
®Bid9d EVrEDBFRD R

o AVTYHIRET—TILHE— TIKVH—/N\—FERICL AR AH M L
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T—T IL~DAFFINITY B4 D BN (experimental)

AFFINITY&(X

(@)

T—AOIEMBIBATE 1 ZEHSHHAE

fRIR T HERE

(@)

A TYIRADT—RET—TILDT—EDF 2D TIKVY——IZHABE.
H—/N\—ZFE-HHNEIEZS

WER

(@)

(@)

F—AFFINITY7 IL—T IR T BT—TINEED AU TIIRE DD TiKVY—
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T—T IL~DAFFINITY B4 D BN (experimental)

o BEAE
o Affinity#BElX experimentalTHY . TI+ILFTIXERITHEOTLNET
o PD® DT 74 ILMEAS O(OFF)

o TRk
mysql> CREATE TABLE t1 (a INT)
mysql> show affinity\G
khkkhkkkhkkhhhhhhhhrhhdhddkdxdt 1 row **xddkdkkdhkhrhhrhrdhrrhriixk
Db_name: test
Table_name: t1
Partition_name: NULL
Leader_store_id: NULL
Voter_store_ids: NULL
Status: Pending
Region_count: @
Affinity_region_count: @
1 row in set (0.00 sec)



ATy RENM(ADD INDEX) R DR ELE
o fRRIHHEE
o DxF( VAR, 4 0T v XEMLENREERSH

&7, YNELZEDRENERTEEAMo]=-
o ZEHEITIBPHIF, PadEXF v oL TEERTTIDENH-T-

o WER
o AVTVIRIERERRE. TEEARE
mysql> ADMIN ALTER DDL JOBS 101 = 8;
o REDREREIT. THERRAIAE

mysql> ADMIN SHOW DDL JOBS 101;
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o RRYDHAME

(@)

FHOTIKVY—/R—D55, WTFhANIEDRYNT—I P IONFTRELIBS.
SAAEHDERENLIETS

o WER

(@)

(@)
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o fRRILHIRE
o YHTRMMREWNEPDH—/N\—HBARICHSATREELHS
o WER
o HANIHRELIIS—L—IEBAEBEIZ. PDADFRDOINST71490%F AN
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o EBIEhI-ERE
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TiKVY—/\—®Mgraceful shutdown

o fRRTLHZRME
o PEXE. TIKVH—/A—DEIEECIE, PDISEMETEIELTULV:
o PDHEIELI=TIKVH—/\—ADRL LTI EBRHMLT, evictlREBEITS

o WER
o TiKVY—/I—EILRTI=, B9 D leader)—3 D TiIKVH—N—[ZB 7T
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o fRRILHIRRE
o STATEMENT_SUMMARYT—7 /L. Slow query logG#®M SQLMTiKV, TiFlash® &
b5 TRITSA T = ZHB T 2D HEEE
e STATEMENT_SUMMARYT—JILORE R
o B SQLATIKV(KV)/TiFlash(MPP)IZ7HtALI=H &I

O

O
e Slow query logDdE R
o ZMSQLMTiKV/TiFlashlc7o X LT-&Z&IC
o Storage_from_kv
o Storage_from_mpp
e Note
o H—@SQLMTIKVETIFlashOWAIZT /LRI EHHELHY. TOH/EEELDE 1
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2025498 18 H () 14:00 - 15:00

TiDB Labs TTiDBZZIZX5
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e TiDB Community (3#t3 )
o Slack
m #tidb-japan FyrRIL
|
o Discord
m  #japan-community FrRJ)L
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t https://pingcap.co.jp/tidb-cloud-get-started/



